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Abstract

Spatial thinking is a fundamental cognitive skill that is crucial for understanding concepts

in Earth Science, yet challenging for many individuals to develop. This research aimed to

investigate the impact of a Structural Geology course on students’ spatial thinking abilities,

examining potential disparities based on gender and expertise. Employing a longitudinal

observational design, four spatial thinking assessments were administered to 11 students enrolled

in Earth Science 271: Structural Geology at Vassar College. Repeated measures ANOVAs,

conducted via a statistical analysis program (JASP), showed limited changes in test scores over

the four-week period of observation. While gender and prior experience in Earth Science had

little effect on performance, the study encountered challenges, such as a small sample size and

short data collection period, which may have made it difficult to identify significant patterns.

Future research could address these limitations by utilizing a larger and more diverse sample size

and conducting observations over a longer period of time. This approach could improve findings’

credibility and provide valuable insights for spatial thinking education strategies.
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I. Introduction

Spatial thinking is the cognitive process that allows one to visualize and manipulate

objects by deriving meaning from characteristics such as size, orientation, or shape (K. Kastens

& Passow, 2012). It encompasses the skills and knowledge that humans use to understand

concepts of space and relies on the ability to mentally manipulate and understand spatial

relationships, patterns, and configurations (Hegarty, 2010). Examples of spatial thinking skills

include being able to visualize what a 3-D object looks like from a 2-D representation and being

able to imagine what a shape would look like from another angle or if it was sliced apart (Uttal et

al., 2013).

In Earth Science, spatial thinking is a valuable skill to possess (Kastens & Ishikawa,

2006). It is crucial for analyzing and interpreting geologic maps and to understand how

subsurface rock units interact with landforms and surface features. Without an understanding of

spatial relationships, Earth scientists would not be able to interpret cross-sections and

stratigraphic columns of rock layers or reconstruct geologic history by correlating rock

formations from different locations (McNeal & Petcovic, 2020).

Despite its importance, spatial thinking is a particularly challenging skill to master for

both adolescents and adults (Ishikawa & Newcombe, 2021; Rebelsky, 1964). Research shows

that one’s spatial thinking abilities are influenced by a variety of factors such as genetics, brain

development, environment, and experiences (King et al., 2019; Chow et al., 2013; Gauvain,

1992). Despite the difficulty people have in acquiring these skills, research has also found that

with time and practice, spatial thinking skills can be developed and improved (Uttal et al., 2013;

Sorby, 2007).
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II. Literature Review

One of the founders of Geoscience Education Research, Kim Kastens, recognizes that

spatial thinking is central to various subfields in Earth Science, such as mineralogy and plate

tectonics. She believes that insights from spatial thinking could inform better teaching practices

within Earth Science, while Earth Science could push the boundaries of spatial thinking

(Kastens, 2021). According to Kastens and Passow (2015), “Spatial thinking is what we are

doing when we derive meaning from the shape, size, orientation, position, direction or trajectory

of objects, processes or phenomena, or the relative positions in the space of multiple objects,

processes or phenomena.” Spatial thinking involves spatial representations, such as maps; spatial

concepts, such as direction; and spatial skills, such as envisioning what a mountain range looks

like from different angles (Bednarz & Lee, 2011).

Significant moments in the field of spatial thinking date back as far as 600 BC with the

astronomical and mathematical contributions of the Babylonians (Steele & Ganguli, 2022). They

utilized their understanding of spatial relationships, specifically the positions and trajectory of

celestial bodies relative to one another and to the Earth, to track planetary movement throughout

the sky. From there, the Babylonians laid the foundations for the future of mathematics,

navigation, and astronomy (Rochberg, 2002). More modern examples of spatial thinking include

Alfred Wegener’s Theory of Continental Drift, proposed in 1912. Wegener was able to visualize

the continents once fitting together like jigsaw pieces and to imagine their movement across the

globe over millions of years (Kastens & Passow, 2015).

Beyond Wegener’s Theory of Continental Drift, spatial thinking is abundant in Earth

science. Between 2008 and 2011, Kastens and her colleagues at Lamont-Doherty Earth

Observatory analyzed 11 NYS Earth Science Regents exams. They found that over 63.6% of
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questions involved spatial thinking concepts. Most frequently asked questions focused on topics

related to configuration, motion, and position (Kastens et al., 2011).

Spatial thinking within Earth Science spans from the atomic level, where the unique

arrangement of atoms in a mineral affects properties such as cleavage or hardness, to the global

level, with the movement of tectonic plates. Kastens and Ishikawa (2006) sort spatial thinking

related tasks in Earth Science into three categories: 1) describing and interpreting objects, 2)

comprehending spatial properties and processes, and 3) using space as a metaphor for other

properties, such as time. To demonstrate proficiency in the first task, an individual must be able

to clearly describe the shape of an object, classify an object by its shape, give meaning to the

shape of a natural object, and recognize such shape in a distracting, noisy environment. To

demonstrate proficiency in the second task, one must be able to remember the location and

appearance of objects, describe the orientation and position of objects, construct and use maps,

extrapolate from 1- and 2-D images to 3-D, and envision how objects can change shape or

position. To demonstrate the third task, one should be able to use spatial thinking skills and

strategies to think about non-spatial phenomena, such as temperature, pressure, and salinity

(Kastens & Ishikawa, 2006).

Spatial ability tasks reveal one of the most consistent sex differences in cognitive

abilities. Males consistently outperform females in large-scale and small-scale spatial ability

tasks, such as mental rotation and spatial navigation (Toivainen et al., 2018; Tsigeman et al.,

2023; Li et al., 2019; Voyer et al., 1995; Hromatko & Tadinac, 2006). Indeed, males outperform

females on nearly every spatial thinking exercise, with the exception of object location memory

tasks (De Goede & Postma, 2008). Hooven and her colleagues (2004) suggest that this gender

imbalance occurs because individuals with higher testosterone levels typically show faster
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response times and make fewer errors when completing mental rotation tasks (Hooven et al.,

2004). Other studies suggest that the fact that males have a larger parietal lobe, a part of the brain

responsible for processing sensory information, may be a factor (Wei et al., 2016; Hugdahl et al.,

2006). Koscik, a graduate of the University of Iowa’s Neuroscience Graduate Program

hypothesized, “It’s likely that the larger surface area in men’s parietal lobes leads to an increase

in functional columns, which are the processing unit in the cortex…This may represent a

specialization for certain spatial abilities in men,” (University of Iowa, 2008). Other researchers

have concluded that the female supramarginal gyrus, a portion of the parietal lobe, and the

parahippocampal gyrus, a portion of the medial temporal lobe, work less efficiently than in males

(Li et al., 2019).

Studies regarding the cause for different brain structures are inconclusive, however. Some

researchers are proponents of the Hunter-Gatherer theory, which hypothesizes that this difference

is linked to evolution, as males predominantly took on the role of hunting (Sterling, 2014;

Gurven & Hill, 2009). Hunting required strong spatial thinking skills to track prey and navigate

landscapes (Silverman et al., 2007). As a result, males may have developed larger parietal lobes

over time to adapt to these tasks and survive (Mithen, 1997). Additionally, this hypothesis

purports that this evolutionary advantage most likely favored males with enhanced spatial

abilities, which contributes to the sex differences in parietal lobe size and spatial skills between

males and females today (Silverman et al., 2007; Koscik et al., 2009). Despite this theory’s

dominance in historical literature, modern research suggests that women were hunters as well,

effectively disproving the Hunter-Gatherer theory (Anderson et al., 2023). Archaeological

records have shown that women were buried with hunting spears and arrows, just like men were

(Lacy & Ocobock, 2023). Additionally, exercise scientists have reported that women outperform
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men in endurance tasks, such as marathons (Bam et al., 1997; Ocobock & Lacy, 2023). Both

lines of evidence would support that women are as capable, if not better suited for, hunting,

which heavily relies on endurance abilities (Liebenberg, 2006). Another study found that the

majority of women hunt as well as forage in contemporary hunter-gatherer societies

(Reyes‐García et al., 2020). Further research must be conducted on this topic, as it is an

emerging field of interest that would drastically influence our understanding of human evolution

and spatial thinking abilities.

In contrast to biological and evolutionary influences, other researchers seek to explain

gender differences in spatial thinking abilities in a social context. Studies have shown that males

and females experience unique social expectations and experiences (Parker et al., 2020). These

expectations and experiences may impact their ability to develop spatial thinking skills (Clint et

al., 2012; Baenninger & Newcombe, 1989). In other words, gender differences in spatial thinking

may be caused by one’s physical and social surroundings more so than by one’s biological

makeup. Lauer et al. (2019) performed a meta-analysis with statistics from over 30,000 children.

They found no gender difference in mental rotation skills among preschool students, but a male

advantage appeared to emerge as early as the age of six. Once small, this gender gap continued to

grow through adolescence and adulthood (Lauer et al., 2019). Explanations as to why this

occurred vary, but some posit that this difference may stem from the gendered nature of toys and

sports that are marketed to young boys and girls (Raag, 1975; Moè et al., 2018; Tracy, 1987).

Young boys are more likely to be pushed towards toys or opportunities that nurture their spatial

thinking skills, such as building blocks, puzzles and playing sports, whereas young girls are more

likely to be given toys or opportunities that nurture their social and verbal skills, such as dolls

and roleplaying games (Blakemore & Centers, 2005; Moè et al., 2018; Trautner, 2016). Over
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time, these habits and skills become ingrained and can influence spatial thinking abilities

(Alexander, 2003). However, as societal attitudes toward gendered toys may be changing, it’s

uncertain how the habits and skills of the next generation will develop (MacDonald, 2023; Daly,

2016; Russell, 2022).

Anxiety is another possible factor that impacts female performance on assessments.

Research has found that females are more likely than males to develop an anxiety disorder

(Bahrami & Yousefi, 2011; McLean et al., 2011). Furthermore, females in STEM often

experience heightened anxiety due to a variety of factors, such as lack of representation and

support, discrimination, and pressure to perform in a male-dominated workforce

(Stewart‐Williams & Halsey, 2021; Oliveira-Silva & De Lima, 2022). In turn, anxiety has been

shown to negatively affect performance, which may contribute to gender differences in spatial

ability-related test scores between females and males in STEM (Pelch, 2018).

Tsigeman and her colleagues (2023) found that gender differences in spatial thinking

persist even with STEM experts. They found that while STEM experts displayed higher levels of

spatial thinking than novices on average, continued practice with STEM tasks failed to close the

gap between males and females. Further, the gap was even larger between males and females in

the STEM expert group compared to the novices (Tsigeman et al., 2023).

Studies have found that spatial thinking abilities influence success in STEM, both in the

short term (higher test scores) and long-term (ie: number of patents and publications), (Tsigeman

et al., 2023; Gagnier et al., 2021; Shea et al., 2001; Gilbert, 2005). While interventions in the

form of spatial thinking exercises have not proven effective in closing the gender gap, Sorby et

al. (2013) proved that spatial thinking skills can improve with practice (Sorby et al., 2013).

Researchers have found that regular interventions throughout the course of an academic semester
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significantly improve students’ spatial thinking skills, regardless of their proficiency prior to the

interventions (Gold et al., 2018; Lowrie et al., 2018).

Spatial thinking skills are crucial for Earth scientists especially because Earth phenomena

are described in terms of spatial concepts such as distance, scale, and size (Kastens et al., 2014;

Kastens & Ishikawa, 2006). Without a deep understanding of these concepts, Earth scientists

would fail to accurately understand the planet and, in turn, its complex processes. Since spatial

thinking is often a challenging concept for humans to comprehend, further research into how

individuals can best teach and learn spatial skills is crucial (Uttal et al., 2024).

My research aimed to investigate the potential impact of a semester-long class, focused

on spatial thinking exercises, on students’ spatial abilities. In Spring 2024, Vassar College

offered a Structural Geology course taught by Professor Kirsten Menking. In this course,

students learned to visualize in 3-dimensions, use geometric principles to predict what lies in the

subsurface from surface observations, and conduct geologic mapping, among other skills. To

develop or sharpen these skills, students engaged with a variety of spatial reasoning exercises

such as creating cross-sections of different geologic structures from mapped surface features,

predicting the outcrop pattern of rocks in undulating topography from a strike and dip

measurement in a single location, and determining the strike and dip of bedding from apparent

dips, among others. This classroom setting provided the opportunity to study spatial thinking

skills in action. With this in mind, I sought to answer the following research questions: How, if at

all, would a Structural Geology class impact students’ spatial thinking abilities? Would there be

observable gender disparities in spatial abilities? Would there be noticeable differences in the

spatial thinking abilities of experts (Earth Science majors) versus novices (non-Earth Science

majors)? In these assessments, would speed also be impacted by gender or expertise?
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III. Methodology

In this study, my participants were 11 students at Vassar College enrolled in Structural

Geology. Students ranged in age from 19 to 22. Six participants were women, three were men

and two were non-binary. Two of the 11 students had never taken an Earth Science course before.

The remaining participants had all taken at least two Earth Science courses. Students who had

taken no Earth Science courses were classified as novices. Students who had taken more than

one but fewer than six were considered intermediates. Students who had taken six or more Earth

Science courses were classified as experts. I chose six courses as the benchmark because it’s the

minimum required for an Earth Science correlate. Participants were selected for this study

because they were enrolled in the course. I had no control over the selection of students in the

class, therefore, the size of my sample depended entirely on those who chose to enroll and were

admitted into the class. Students were given the opportunity to opt out of this study, but all 11

consented to participate.

I employed a longitudinal observational research design with repeated measures to

investigate how spatial thinking abilities among the group of students evolved throughout the

first four weeks of the semester. I did not split participants into a control group and experimental

group because the sample size was already small. I decided not to manipulate any variables

because I was mainly focused on tracking the progression of spatial thinking skills throughout

the semester. By refraining from manipulating variables such as practice opportunities or time, I

was able to observe the natural development of spatial thinking abilities among the participants. I

administered four spatial thinking tests throughout the first four weeks of the semester to track

how students’ spatial abilities changed. The repeated measures design allowed me to observe the

changes in spatial thinking abilities over time within the same group of students.
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Data collection spanned from January 22, 2024 - February 21, 2024. The data collection

period began during the first lab of the semester and continued through the last lab before the

midterm. I collected data through a pre-assessment survey and two post-assessment surveys, both

in Google Forms, and four paper-and-pencil assessments. Before any data were collected, each

participant signed a digital consent form that informed them of their rights as a participant

(Appendix 1).

The pre-assessment survey (Appendix 2) was designed to gather demographic

information on my participants. The survey was a Google Form with seven questions. These

questions asked participants their age, gender identity, and experience with Earth Science

classes, as well as the nature of games and toys they were exposed to, and gravitated towards, as

children. The first post-assessment survey (Appendix 3) was a Google Form that consisted of

five questions. It was administered after the first assessment. I asked participants how they felt

about the assessment, what techniques they used to answer questions, and which questions they

struggled with or found easy. The second post-assessment survey (Appendix 4) was administered

after the last assessment by having students fill out a Google Form containing five questions that

asked them to reflect on how their spatial thinking skills evolved throughout the semester.

In addition to obtaining informed consent, students were provided with the opportunity to

maintain anonymity during their assessments and instead were identified by numbers. Potential

risks to participants were minimized, as no identifiable personal information was utilized in my

senior thesis. Furthermore, participants were free to withdraw from my study at any point, and

their assessment scores did not impact their grades in Structural Geology.

The study has limitations that encompass various aspects of its design and measures.

Firstly, it is important to note the small sample size, which may limit the generalizability of the
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findings. Even though Vassar College is a smaller institution, the average class size is 17

students, and my study only had 11. Additionally, data collection was constrained to one month,

preventing the tracking of students throughout the entire semester. In future research endeavors, I

would recommend expanding the sample size to allow for a more comprehensive analysis.

Further, achieving a more balanced distribution of gender representation would allow researchers

to better explore gender differences within spatial thinking. Lastly, there is a need for

standardized and accessible spatial tests that accurately measure individuals’ spatial abilities

because historical and current spatial tests are ridiculed for being inconsistent and unreliable

(Hegarty & Waller, 2005; Thayaseelan et al., 2024). Uttal et al. (2024) corroborated these

shortcomings, through surveys and interviews with fellow researchers of spatial thinking. They

found that despite the existence of various spatial tests available online, they are often expensive

and lack crucial information regarding their validity and reliability. For instance, historically,

spatial thinking tests were developed using “WEIRD” samples (white/western, educated,

industrialized, rich, and democratic) (Henrich et al., 2010). A lack of diversity may reflect a bias

towards particular cultural, socioeconomic, and educational backgrounds. This bias limits the

generalizability of the test results and may not accurately represent the spatial thinking abilities

of individuals from diverse ethnic, socioeconomic, and cultural backgrounds (Bartlett & Camba,

2023). Additionally, some STEM-related spatial skills remain unmeasured by existing tests, such

as non-rigid transformations (ie: bending, folding, or twisting) or the ability to externalize an

internal representation (ie: creating a map) (Atit et al., 2020; Uttal et al., 2024).

Each assessment consisted of ten questions, eight multiple choice and two open-ended.

Questions focused primarily on spatial visualization and reasoning tasks (See Appendix 5 for

Assessment 1 questions and answers). Questions for each assessment were either pulled directly
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from a variety of online resources or recreated in a similar fashion (Newton et al., n.d.; Ormand,

n.d.; Hickson and Resnick, n.d.; Free Spatial Reasoning Test Questions and Answers, 2020).

Each test included similar questions, with varying levels of difficulty. The topics covered in the

four assessments were as follows: mental rotation, hole-punched paper, cube folding,

cross-sections, slicing items, tangrams, viewing 3-D shapes from different angles, and maps.

Mental rotation problems required students to match a rotated object with its original

position. These problems served to evaluate students’ spatial visualization abilities and were

crucial in examining gender disparities because this is a task where men typically outperform

women (Li et al., 2019; Rahe et al., 2023). The hole-punched paper question involved spatial

manipulation, reasoning and relations. It required students to understand the relationship between

a drawing of initially folded paper, holes punched through it, and the positions of those holes

once the paper was unfolded. The cube folding question prompted students to mentally rotate

and transform a 2-D shape into a 3-D cube and determine the spatial relationships between the

patterns on the faces of the unfolded cubes and how they would align when folded into a cube.

In questions about geologic cross-sections, students were asked to visualize how rock

layers extend in three dimensions, even though they could only see a two-dimensional

representation of the structure. They used their understanding of geological concepts, such as

strike and dip, to interpret the orientation of the rock layers and infer how the layers continue

beyond the visible portion. Questions about slicing items in different ways required students to

mentally manipulate and visualize the object and the shapes resulting from the cuts. Tangram

questions required students to manipulate geometric shapes and arrange them to form specific

figures. Other questions required students to mentally visualize 3-D shapes from various
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perspectives, while others tasked them with interpreting directional information and orientation

depicted on a map.

Historically, assessments akin to the ones I used have been employed to evaluate spatial

thinking. However, using spatial thinking assessments to evaluate student progress faces

significant challenges. These challenges include a scarcity of reliable and valid spatial tests,

disagreements about test constructs, inability to measure some STEM-relevant spatial skills, such

as non-rigid transformations, and limited availability across age groups (Uttal et al., 2024;

Brucato et al., 2022).

To create the four assessments I administered, I mostly used questions from existing

spatial thinking assessments available online. Most of these assessments imposed time

constraints on test-takers, however I did not. I chose not to impose a time limit on these

assessments for a variety of reasons. Timed tests are often not entirely accurate representations of

students’ mastery of the content, rather how quickly and strategically they can answer questions

(Ackerman & Ellingsen, 2016); Danthiir et al., 2005). Timed tests can also exclude students with

disabilities who are legally required to have additional time on exams (Gernsbacher, 2015). The

timed nature of tests often increases anxiety, negatively affecting test scores, and potentially

exacerbating gender differences in spatial task performance, particularly for females (Tsigeman

et al., 2023). To administer these assessments in the most inclusive and non-biased environment

possible, students were given as much time as needed on the assessment. While time did not

affect their score, it was still recorded to determine whether there was any correlation between

time and gender, or time and expertise, and to determine whether students got faster at taking the

tests throughout the semester. Each assessment was graded on a scale of 1-10. Partial credit was

awarded for open-ended questions.
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In this analysis, I sought to examine how students’ spatial thinking abilities changed over

time. I hypothesized that their abilities would improve over time, but not drastically, because this

study only took place over the course of four weeks. I also sought to determine whether gender

impacted students’ scores. While previous research has shown that males consistently

outperform females, I predicted that males would not outperform females in this case. At a

historically women’s liberal arts college, I suspected that there would be little to no significant

difference in scores by gender because of Vassar’s creation of a positive educational environment

that seeks to promote female empowerment and academic success. Additionally, I wanted to test

whether or not an individual’s experience with spatial thinking influenced their score. I

hypothesized that those deemed as experts, students who had taken more than six Earth Science

classes, would outperform those deemed as novices, students who had not taken any Earth

Science classes. Lastly, I was curious to see whether there would be any influence of gender or

expertise on time to complete each assessment. I hypothesized that there would be no influence

of gender on time to complete each assessment, but that experts would complete each assessment

faster than novices or intermediates.

In order to analyze how student assessment scores changed over time, while considering

the potential effects of gender and expertise, I decided to conduct several Analysis of Variance

(ANOVA) tests. I chose ANOVA because it allowed me to compare averages across multiple

groups, and in this case, examine variations in test scores at four different points in time.

I was able to incorporate time as a repeated measures factor, and gender and expertise as

between-subject factors. Furthermore, ANOVA offered well-established methods for checking

assumptions such as normality and homogeneity of variances, which ensured the reliability of

results.
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I conducted ANOVAs via JASP (M. Goss-Sampson, 2018), a statistical analysis software.

For each student, I inputted the following data into JASP: gender, assigned level of expertise,

time to complete each assessment, and test scores from each assessment (per question and per

assessment). There were 11 types of problems incorporated into these assessments. Each type of

problem was used at least twice throughout the assessment period. Two ANOVAs were run for

each type of problem. For example, to analyze how gender impacted students’ scores on tangram

problems, the scores of every tangram problem, regardless of which assessment it came from,

were analyzed with ANOVA separated by gender. Similarly, to analyze how expertise impacted

students’ scores on a particular type of problem (e.g., tangram), the scores of every problem,

regardless of which assessment it came from, were analyzed with ANOVA separated by

expertise.

With 11 types of questions and two ANOVAs (one for gender, one for expertise) for each

type of question, 22 ANOVAs were run on the scores of the different types of questions. I also

conducted a series of ANOVA tests to analyze changes in the time taken by students to complete

assessments over the course of the study. Similarly, I analyzed overall scores using ANOVA,

both collectively for all students across four assessments and separately based on gender and

expertise. In total, I conducted 28 ANOVA tests (Appendix 6).

In order to run each test in JASP, I inputted the repeated measures factors (test sessions

1-4) and between subject factors (gender and expertise). Then, I asked the program to display

descriptive statistics and estimates of effect size, specifically partial n2 because it offers the most

predictable and interpretable estimation of the effect size (National University, n.d.). Partial n2 is

calculated by dividing the sum of squares between groups by the total sum of squares. This value

helped provide context for the p-value result that JASP produced. Within each test, a p-value
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close to 0 indicates that the observed difference between groups (gender or expertise) was

unlikely to be due to chance, whereas a p-value close to 1 suggested that there was no difference

between the groups other than that due to chance. If a p-value was less than 0.05, I considered

the relationship between test scores and either gender or expertise to be significant. Historically,

0.05 is a respectable threshold to differentiate significant results from non-significant results (Di

Leo & Sardanelli, 2020).Whereas the p-value indicates whether differences between test scores,

time to complete, or between-subject factors such as gender and expertise were statistically

significant, the partial n2 helps determine whether there is practical significance. In other words,

this value sheds light on the strength of the significance. Partial n2 also ranges from 0-1, with

higher values indicating a stronger effect of the independent variable on the dependent variable.

To interpret the partial n2 value, I used the following guidelines, based on the National University

Academic Success Center (ASC): a value of 0.01 indicates a small effect size, 0.06 indicates a

medium effect size, and 0.14 or higher indicates a large effect size (National University, n.d.;

Goss-Sampson, 2022).

After completing the ANOVAs, I next conducted an F-test to determine the significance

of differences in means among the groups over time. Whereas the associated p-values indicate

the probability of observing the data if there is truly no difference between the groups being

compared, the F-test calculates the ratio of variability between group means to variability within

groups. The F-test compares two types of variances: between-group variability and within-group

variability. Between-group variability measures how much the means of different groups (e.g.

male, female, non-binary) differ from each other. Within-group variability measures variability

within each group. In other words, it measures how much individual scores deviate from their

respective group means. The F-test determines whether differences observed between group
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means are statistically significant compared to the variability within each group. If the ratio is

large, it indicates that between-group variability is greater than within-group variability. This test

assesses whether the differences observed between groups are larger than what would be

expected due to random variation within groups. If the F-value exceeds the critical F value, it

suggests significant differences between at least two of the groups (Blanca et al., 2023).

To find the critical F value, I first determined the degrees of freedom. In a repeated

measures ANOVA, there are two types of degrees of freedom: degrees of freedom for the groups

(df_between) and the degrees of freedom within groups (df_within). When comparing the effects

of gender on performance, I had 3 groups: male, female, and non-binary. When comparing the

effects of expertise on performance, I had 3 groups: novice, intermediates, and experts. To

determine the degrees of freedom between groups I subtracted 1 from the number of groups, k.

To determine the degrees of freedom within groups, I subtracted k, the number of groups, from

N, the total number of observations. Next, I chose a significance level (alpha value), or p-value,

of 0.05, since that is the most commonly used threshold for statistical significance. Then, I

consulted an F distribution table for an alpha value of 0.05 and determined the critical F-value as

the value at the intersection of the X column and Y row. If the calculated F-value from the

analysis exceeded the F-critical value, the observed differences between group means were

statistically significant at the chosen significance level.

Due to my study’s small sample size and unequal group sizes (6 females, 3 males, 2

non-binary), it was likely that my data would violate sphericity. Sphericity assumes that the

variance of differences between pairs of related groups (ie: Assessment 1 v. Assessment 2,

Assessment 1 v. Assessment 3, etc.) in my data set are equal, which may not be the case.

Therefore, assumption checks, including sphericity evaluation with Huynh-Feldt correction, were
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conducted (Lund Research Ltd, 2018). I chose to run these checks because ensuring the validity

of assumptions, such as sphericity, is important for accurately interpreting the results of repeated

measures ANOVAs (Field, 2016). Additionally, making appropriate adjustments, such as

applying the Huynh-Feldt correction if sphericity assumptions are violated, enhances the

reliability of the statistical analysis (Lund Research Ltd, 2018). The Huynh-Feldt correction

adjusts the degrees of freedom used in the F-test, which compares means in repeated measures

ANOVA. The Hunyh-Feldt correction leads to more conservative p-values, which prevents

inflated Type I Error Rates (described below) and reflects the correction for potential violations

of the assumption of sphericity.

After running repeated measures ANOVAs and identifying significant differences

between groups with reported p-values, I ran post hoc tests to further explore these differences

and pinpoint where they existed. In other words, the p-value could indicate that there was a

significant difference in test scores over time, but the post hoc test could pinpoint where (ie:

between which assessments or which groups) these differences occurred. The post hoc tests

required making multiple comparisons between groups.

When multiple comparisons are required, the risk of Type I errors increases because

multiple tests increase the overall probability of incorrectly rejecting a true null hypothesis at

least once, due to the random variability inherent in the data. A Type I error is known as a false

positive. It occurs when the researcher falsely rejects a true null hypothesis, concluding that there

is a significant difference or effect between groups when there is not. A null hypothesis, which is

assumed to be true until there is significant evidence to reject it, suggests that there is no

significant difference or relationship between variables.
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To mitigate the increased risk of Type I errors associated with multiple comparisons, a

Bonferroni correction was applied. Kastens used this correction in her work with repeated

measures ANOVAs as well. The Bonferroni correction made the significance level stricter for

each individual comparison. In the original repeated measures analyses, a significance level

(alpha) of 0.05 was used. This means that there would be a 5% chance of incorrectly rejecting

the null hypothesis (that there was no difference between groups defined by gender or expertise),

a Type I error. However, the Bonferroni correction adjusted this significance level to 0.01,

meaning that there is a 1% chance of incorrectly rejecting the null hypothesis when there is no

true difference. In sum, this correction made it harder to declare a significant difference,

decreasing the likelihood of declaring a significant difference between groups when there truly

wasn’t any. Lastly, I had JASP flag significant comparisons to identify which specific group

differences were statistically significant.

IV. Results

After running a total of 28 ANOVAs, I primarily focused on interpreting the p-values

from each test. I also compared the F-values to the critical F-value. The degrees of freedom

between groups (df_between) was 2. The degrees of freedom within groups (df_within) was 8.

According to the F-distribution table for an alpha of 0.05, with 2 as the degree of freedom for the

numerator (df_between), and 8 as the degree of freedom for the denominator (df_within), the

critical F-value was determined to be 4.459 (Purdue Department of Statistics, n.d.). If the F-value

of a test is greater than the critical F-value, the null hypothesis is rejected, indicating that there is

a significant difference between at least two of the groups.
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The ANOVA that ran the overall scores of each student over the course of the study

showed a p-value of 0.002 (Table 1). Since this p-value is less than 0.05, I rejected the null

hypothesis and concluded that there was a significant difference in test scores over time. A

partial n2 value of 0.424 indicates a large effect size of the assessment number on test scores.

Additionally, this test produced an F value of 6.635, which exceeds the critical F-value of this

sample, 4.459. This indicates that the observed differences between group means are statistically

significant at the chosen significance level of 0.05.

However, post hoc comparisons show that there was only a significant difference in test

scores between test 2, and every other test (Table 2). Overall, test scores did not change

significantly between test 1 and test 4, with a reported p-value of 1.000. There was also not a

significant difference in test scores from test 3 to test 4, with a p-value of 1.000. There was a

significant difference in test scores between test 1 and 2, test 2 and 3, and test 2 and 4, with

p-values of 0.009, 0.007 and 0.005, respectively. Figure 1 shows a visual representation of

average test scores per testing session.
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To determine whether or not an individual’s gender or expertise impacted their

performance on spatial thinking activities, I ran ANOVAs for each type of problem assessed,

with gender and expertise as between-subject factors. For example, when running ANOVAs on

the tangram problem, JASP combined all the tangram scores of women, men, and non-binary

individuals, regardless of assessment number. For the following question types, there was no
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significant effect, as defined by a p-value of less than 0.05, of gender or expertise on student

performance: tangram, hole punch, rotation, group rotation, cube, match cuts, draw cuts, 3D

rotation (Appendix 6).

While gender did not impact an individual’s score on map questions, expertise did. This

ANOVA reported a p-value of 0.047, which is less than 0.05, indicating that there is a significant

effect of expertise on performance on this type of question (Table 3). Additionally, an F-value of

4.900 exceeds the critical F-value of this sample, 4.459. This indicates that the observed

differences between group means are statistically significant at the chosen significance level of

0.05. Indeed, the partial n2 value of 0.583 indicates that there is a large effect of expertise on map

questions. A post-hoc comparison did not show any significant difference between the mean

scores of novices, intermediates and experts. However, a p-value of 0.055 indicates that the

difference in scores between experts and intermediates was nearing significance (Table 4).
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While expertise did not impact an individual’s score on the block diagram questions,

gender did. This ANOVA reported a p-value of 0.029, which is less than 0.05, indicating that

there is a significant effect of gender on performance on this type of question (Table 5).

Additionally, an F-value of 6.126 exceeds the critical F-value of this sample, 4.459. This

indicates that the observed differences between group means are statistically significant at the

chosen significance level of 0.05. Indeed, the partial n2 value of 0.636 indicates that there is a

large effect size of gender on performance for block diagram questions.

A post hoc comparison for the block diagram testing sessions, broken down by gender,

showed that there was a significant difference between the scores of males and non-binary

students, with a p-value of 0.031 (Table 6). There was not a significant difference between the

scores of males and females, or between females and non-binary students. However, non-binary

students outperformed male students on block diagram questions, with a mean difference in

overall scores of 0.293.
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ANOVAs could not be run for the test scores on the type of question that asked

individuals to identify a 3D object from above because there was no variance. In other words,

every student, regardless of gender or expertise, received the same score every time for this

problem type.

Neither gender nor expertise had a significant impact on the time it took students to

complete the spatial thinking assessments. The p-value for time to complete assessments with

respect to gender was 0.626 (Table 7). The F-value of 0.626 was below the critical F-value of

this sample, 4.459. This indicates that the observed differences between group means were not

statistically significant at the chosen significance level of 0.05. An effect size of 0.145 indicates

that only approximately 14.5% of the variance in time to complete the test could be attributed to

gender differences. If the sample size is small, which it is in this case, the statistical power of the

ANOVA may not be enough to detect an effect even if it exists. Therefore, a large effect size

points to a relationship between the independent and dependent variables, but not necessarily a

statistically significant one. While the p-value indicates that the effect of gender on time to

complete is not statistically significant, and the F-value is lower than the critical F-value, the

partial n2 value reveals a relationship between these variables. The partial n2 value provides

insight into the strength of the relationship between gender and time to complete. Despite a lack

of statistical significance, as indicated by a p-value greater than 0.05 and the F-value being lower

than the critical F-value, the partial n2 value suggests that gender still plays a role in explaining

variability in time to complete an assessment.
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The p-value for time to complete assessments with respect to expertise was 0.791 (Table

8). This value indicates that expertise did not significantly impact the amount of time that

students’ took to complete an assessment. The F-value of 0.243 failed to exceed the critical

F-value of 4.459, suggesting that the observed differences between group means were not

statistically significant at the chosen significance level of 0.05. An effect size of 0.075 indicates

that only approximately 7.5% of the variance in time to complete can be attributed to expertise

differences. While the p-value shows that the effect of expertise is not statistically significant on

time to complete, and the F-value is lower than the critical F-value, the partial n2 value indicates

a relationship between these variables.

To complement the ANOVAs and post-hoc statistical analyses that determined whether

there was a significant change in students’ spatial thinking abilities, I administered a final survey

to ask students whether they felt there was any change in their spatial thinking skills over the

course of the study period. Of the eleven students involved in this study, nine reported that they
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felt their spatial thinking skills had improved, one reported that they felt their spatial thinking

skills had drastically improved, and one student felt that their spatial thinking skills stayed the

same. When asked how challenging spatial thinking problems were now, compared to the

beginning of the course, 18.2% of students responded with “somewhat,” 45.5% responded with

“a little,” and 36.4% responded with “not at all.” In survey responses after the first assessment,

66.7% of the students had reported these problems to be “a little challenging,” and 33.3%

reported that these problems were “somewhat challenging.” Overall, it appears that student

perceptions of the difficulty of spatial thinking problems shifted over the course of the semester

even as their assessment scores showed little change, with a greater proportion initially finding

them somewhat challenging, but later reporting them as only a little challenging or not at all.

V. Discussion

The results of my ANOVAs showed that there was no significant change in overall test

scores between the first and last assessment. Students did not get significantly better or worse

with spatial thinking problems. This result was contrary to my initial hypothesis that test scores

would improve over time. One reason that no significant improvement occurred between the first

and last assessment may be due to time. Tests 1 and 4 were administered only four weeks apart.

This is a short time period, especially in comparison to the academic semester. It might be

unrealistic to expect significant improvement only a quarter of the way through the spring

semester. However, I was surprised to find that the only significant difference in overall test

scores was in relation to test 2. If anything, I would have expected a significant change from the

first assessment to the last assessment. The overall scores of test 2 were significantly different

from those in 1, 3, and 4. While I expected a possible spike in test scores after the first
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assessment, to account for students being more comfortable with the assessment format and

routine, the interesting thing about the significant increase in scores for test 2 is that scores

dropped back down for tests 3 and 4. Although it is unclear why there was a sudden increase in

test scores for test 2, the time taken to complete each test did not influence the scores. Initially, I

anticipated that as students became more familiar with spatial thinking topics, they would

complete the tests more quickly, possibly due to improved understanding and problem-solving

skills, or conversely, due to rushing and making more errors. However, there was no notable

connection found between the time taken to complete the tests and the resulting scores.

Expertise did not have a significant effect on test scores or time to complete. While this

result was surprising, I would argue that the liberal arts curriculum of Vassar College may have

something to do with it. Since Vassar allows, and encourages, students to explore multiple

academic disciplines, it is possible that even students who have not taken several Earth Science

courses have still gained spatial thinking skills through other courses. At Vassar, a student

majoring in English, for example, could easily take numerous classes about maps in Geography

or visualization and perspective in an Art class. Another reason ANOVAs did not find a

significant difference in test scores among those deemed novices, intermediates, and experts,

could be due to my labeling of each group. I labeled students as one of the following strictly

based on the number of Earth Science classes they had taken. As they were enrolled in an Earth

Science course, and I assumed that Earth Science majors had more experience with spatial

thinking due to the skills’ prevalence and relevance in Earth Science courses, I associated Earth

Science familiarity with spatial thinking abilities. I did not account for experiences outside of an

Earth Science classroom, which created narrow, and likely inaccurate, definitions of novice,

intermediate, and expert.
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Results were likely also limited by the small sample size of this study, which included

only 11 participants. Despite implementing the Bonferroni and Huynh-Feldt corrections to

reduce the chance of error associated with small sample sizes, the non-significant p-values

obtained suggest that results may still have been limited by the small sample size of the study.

Therefore, further study with a larger sample size is recommended to enhance the robustness and

generalizability of these findings.

When analyzing how students performed on a particular question, only one was

significantly influenced by expertise. This question was one in which students had to interpret a

map and follow a set directions to determine where they would end up. It is unclear why

expertise only influenced scores on this kind of question. Similarly, only one type of problem

was significantly influenced by gender. This question was the one in which students completed a

partially filled-in block diagram, often in the form of a strike and dip diagram. It is unclear why

gender only influenced scores on this kind of question, or why there was only a significant

difference in performance between males and non-binary students.

Neither gender nor expertise significantly impacted the amount of time students took to

complete each assessment. While I did not expect gender to have an influence on time, I did

predict that experts would finish sooner than novices. I hypothesized that students who had been

exposed to more spatial thinking exercises would be more familiar with the types of questions

asked and the skills required to answer them, and would therefore complete the assessments

more quickly. However, this was proven incorrect as there were no significant differences in time

to complete among novices, intermediates, and experts.

The final survey administered to students gained information on their perceptions of how

their spatial thinking skills evolved throughout the assessment period. It was not surprising that
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the majority of students (91%) felt that their spatial thinking abilities had improved since the

start of the semester, since Structural Geology was focused on fostering students’ spatial thinking

abilities.

VI. Conclusion

According to the ANOVAs, there was only one significant difference in scores over time,

one significant difference in scores among genders for one type of question, and one significant

difference in scores among expertise levels for one type of question. For the remaining 9 types of

questions, there was no significant effect of gender or expertise. The small sample size of this

study, as well as the unequal distribution of females, males and non-binary individuals, may have

impacted the results. Unequal sample sizes result in unequal variances, which likely impacted the

ANOVA results because the test assumes equal variances. Additionally, data collection took

place over a short period of time, only about a quarter of the academic semester. This may

explain why there was not a significant change in test scores from the first assessment to the last

assessment. Additionally, the instructor for Structural Geology, Professor Kirsten Menking, felt

that this group of students had unusually strong spatial thinking abilities to begin with based on

29 years of teaching experience.

My analysis of test scores over the first four weeks of Structural Geology reveals a lack

of significant evolution in students’ spatial thinking abilities. Additionally, expertise in Earth

Science appeared to affect performance on only one of the 11 question types. Expertise also did

not have any impact on time to complete. These findings suggest that prior Earth Science classes

did not prove to be an advantage for these spatial thinking assessments. Gender appeared to

affect scores on only one of the 11 question types, which suggests that gender did not
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significantly impact overall test scores. I correctly hypothesized that gender would not

significantly impact performance, due to the female empowerment associated with a historically

women’s liberal arts college, such as Vassar College. However, several students who did well on

the spatial thinking assessments noted via the surveys I administered, that they had played

Minecraft or similar video games in their adolescence. Milani and Di Blasio (2019) found that

video games have the ability to enhance players’ spatial thinking abilities, specifically mental

rotation and spatial visualization. The immersive nature of gameplay experiences stimulate

cognitive processes associated with spatial thinking (Milani & Di Blasio, 2019; Spence & Feng,

2010). These activities, which have gained popularity in recent years, may also influence spatial

thinking abilities, and because of their accessibility, contribute to lessening the gender rift in

modern teenagers. In fact, Feng et al. (2007), found that playing an action video game virtually

eliminated the gender difference in spatial attention and decreased the gender disparity in mental

rotation tasks.

Alongside these results, it is important to note the limitations of this study, including a

small sample size and a narrow data collection window. Therefore, these findings should be

considered preliminary, and future research efforts should aim to expand upon them to enhance

both validity and reliability.

VII. Future Works

Were this study to be repeated, it would be helpful to perform further analyses on

questions where there was a significant relationship between performance and gender or

expertise. This would allow researchers to better understand what kind of individuals are

performing better than others, and perhaps explore why. Additionally, it would be good to
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increase the sample size of this study. A larger sample size would increase the statistical power,

produce more generalizable findings, and reduce sampling error. While seeking to increase my

sample size, I would also strive to recruit a balanced set of participants that represent a more

equal distribution of genders and levels of expertise. If possible, I would track student progress

throughout the entire semester, or year, to analyze how their spatial thinking abilities evolved

beyond the span of four weeks. Additionally, the assigned labels of expertise could be reworked

to account for other previous experiences.

In the initial pre-survey, I asked about students’ history with activities related to spatial

thinking, such as puzzles, video games, and Legos. However, I found it difficult to objectively

categorize participants as novices, intermediates, or experts based solely on this information. To

address this limitation in future surveys, I would advise researchers to gather additional details,

including the frequency of participation in specific activities, perceived natural ability versus

learned skill, exposure history, and other relevant factors. Alternatively, future studies could ask

students to self-identify their level of expertise (ie: novice, intermediate, expert).
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VIII. Appendix

This appendix includes surveys, sample questions and ANOVAs referenced in the text.

Appendix 1: Consent form that students read and signed before the beginning of data collection.

Sent via Google Form.

Consent Form: Senior Thesis Participation

I have freely chosen to participate in this voluntary research study designed to provide

information about the development of spatial reasoning skills through instruction in a Structural

Geology course. The study will include four short spatial thinking assessments administered

throughout the first half of the semester. I agree to permit the researcher, Monika Sweeney, to

obtain, use and disclose the information provided as described below.

Conditions and Stipulations:

I understand that all information is confidential. I will not be personally identified in any reports.

I agree to participate in this study for research purposes and that the data derived from this

confidential survey may be made available to the general public in an anonymous fashion and in

the form of Monika Sweeney’s senior thesis presentation and library archive of her thesis.

I understand the study involves completing assessments and surveys about spatial reasoning and

my previous exposure to childhood activities that can foster spatial reasoning skills.

I understand that my participation in this research survey is totally voluntary, and that declining

to participate will involve no penalty in Kirsten’s Structural Geology course. Choosing not to

participate will not affect any beneficial opportunities, in any way. If I choose, I may withdraw

my participation at any time. I also understand that if I choose to participate, that I may decline

to answer any question that I am not comfortable answering.
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By entering my name below, I freely provide consent and acknowledge my rights as a voluntary

research participant as outlined above and provide consent to the researcher, Monika Sweeney, to

use my information.

Monika Sweeney, student at Vassar College

msweeney@vassar.edu

If you wish to ask questions about your rights as a research participant or if you wish to voice

any problems or concerns you may have about the study to someone other than the researcher,

please reach out to my faculty sponsor Kirsten Menking, Professor of Earth Science and Director

of Environmental Studies on the Althea Ward Clark Chair, at kimenking@vassar.edu.

If you consent, type your name below:

___________________________________________________

Appendix 2: Pre-assessment survey that was administered to students during their first lab

period of the semester

Spatial Thinking Assessment Pre-Survey

Please complete this brief survey BEFORE taking the spatial thinking assessment.

1. Please enter your name. If you prefer to remain anonymous, enter your textbook number.

We will use this number to keep track of your spatial thinking progress and survey

responses throughout the semester:

2. Please share your age:
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3. Please share your gender identity:

4. Have you taken previous Earth Science classes? If so, list them below:

5. What kind of toys/games were you exposed to growing up? Select all that apply:

a. Dolls

b. Blocks/Legos

c. Puzzles

d. Sports equipment (basketball, tennis, soccer, etc.)

e. Art materials (crayons, paint, pencils, etc.)

f. Kitchen sets

g. Cars

h. Stuffed animals

i. Memory games

j. Magna-Tiles or PicassoTiles

k. Origami

l. Model-building kits (toy planes, cars, etc.)

m. Minecraft, or similar video games that involve building

n. Other:

6. What kinds of toys/games did you gravitate towards?

7. How do you feel about puzzles and brainteasers?

Appendix 3: Post-assessment survey that was administered to students during their first lab

period of the semester, immediately after taking their first spatial thinking assessment

Spatial Thinking Assessment Pre-Survey
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Please complete this brief survey AFTER taking the spatial thinking assessment.

1. Please enter your name below. If you prefer to remain anonymous, enter your textbook

number. We will use this number to keep track of your spatial thinking progress and

survey responses throughout the semester:

2. Did you find this activity challenging? (Select which most applies)

a. Not at all

b. A little

c. Somewhat

d. Very

e. Extremely

3. How did you approach these questions? In other words, what techniques did you use to

solve the problem?

a. Hand gestures

b. Drawing/Sketching/Writing it out

c. Imagined it in my head

d. Other:

4. Which type of problem(s) did you struggle with the most?

5. Which type of problem(s) did you find to be the easiest?

Appendix 4: Final survey that was administered to students immediately after taking their last

spatial thinking assessment
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Spatial Thinking Assessment Final Survey

Thank you so much for participating in my senior thesis! Please complete this final survey and

reach out to msweeney@vassar.edu with any questions

1. Compared to the beginning of this course, I feel that my spatial thinking skills have....

a. Drastically worsened

b. Worsened

c. Stayed the same

d. Improved

e. Drastically improved

f. Other:

2. What activities did you find most helpful/beneficial for the development of your spatial

thinking skills?

a. Lectures

b. Labs (Hands-on activities)

c. Problem sets

d. Exams

e. Other:

3. Think back to the assessments I administered in the first half of this course (ie: cube

folding, map navigation, mental rotation, etc.). Now that you’ve taken four of these

assessments, how challenging do you find these kinds of activities?

a. Not at all

b. A little

c. Somewhat
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d. Very

e. Extremely

4. Anything else you’d like to add?:
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Appendix 5: Spatial thinking assessment 1, with answer key.
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Appendix 6: Results from repeated measures ANOVAs on the following problems, with respect

to gender and expertise: tangram (6-A), hole punch (6-B), rotation (6-C), group rotation (6-D),

cube (6-E), match cuts (6-F), draw cuts (6-G), 3-D rotation (6-H); Results from repeated

measures ANOVAs, with respect to expertise: block diagram (6-I); Results from repeated

measures ANOVAs, with respect to gender: maps (6-J); Results from repeated measures

ANOVAs on time to complete over time, with respect to gender (6-K), and time to complete over

time, with respect to expertise (6-K); Results from repeated measures ANOVAs on overall scores

over time, with respect to gender (6-L), and overall scores over time, with respect to expertise

(6-L).

6-A: Tangram scores over time, with respect to gender

6-A: Tangram scores over time, with respect to expertise
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6-B: Hole punch scores over time, with respect to gender

6-B: Hole punch scores over time, with respect to expertise

6-C: Rotation scores over time, with respect to gender

6-C: Rotation scores over time, with respect to expertise
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6-D: Group rotation scores over time, with respect to gender

6-D: Group rotation scores over time, with respect to expertise

6-E: Cube scores over time, with respect to gender

6-E: Cube scores over time, with respect to expertise

48



6-F: Match cuts scores over time, with respect to gender

6-F: Match cuts scores over time, with respect to expertise

6-G: Draw cuts scores over time, with respect to gender

6-G: Draw cuts scores over time, with respect to expertise
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6-H: 3D rotation scores over time, with respect to gender

6-H: 3D rotation scores over time, with respect to expertise

6-I: Block diagram scores over time, with respect to expertise

6-J: Maps scores over time, with respect to gender
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6-K: Time to complete over time, with respect to gender

6-K: Time to complete over time, with respect to expertise

6-L: Overall scores over time, with respect to gender

6-L: Overall scores over time, with respect to expertise
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